
 
 

 

     
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

भाग 24/ अंक 4                                            अक्तूबर 2020                                    त्रैमासिक पत्रत्रका (JUL-SEP 2020) 

 

 

दरूिंचार असभयांत्रत्रकी कें द्र 

TELECOMMUNICATION ENGINEERING CENTRE 

 
Telecom News: At a Glance 

 

1. On 10 Aug, 2020, Hon’ble PM Shri Narendra Modi inaugurated Submarine Optical Fibre Connectivity from 
Chennai to Andaman & Nicobar Islands, through video conferencing, to enable high speed broadband 
and boost mobile services in the islands. Shri Ravi Shankar Prasad, Hon'ble Minister of Communications, 
Shri Sanjay Dhotre, Hon'ble Minister of State for Communications, Admiral (Retd) D. K. Joshi, Hon’ble LG 
of Andaman & Nicobar, Shri Kuldeep R Sharma, Hon'ble MP and Shri Anshu Prakash, Secretary Telecom 
were present during the event. This connectivity will give big boost to employment, education, tourism, 
and e-Governance & IT services in the islands.  

 

 The Submarine Optical Fibre cable connects Chennai to Port Blair and further Port Blair to Swaraj Dweep 
(Havelock), Little Andaman, Car Nicobar, Kamorta, Great Nicobar, Long island and Rangat islands. The 
Submarine link will deliver bandwidth of 2X200 Gbps between Chennai & Port Blair and 2X100 Gbps 
between Port Blair & the other islands. The Broadband connectivity in islands will now be at par with 
other Metropolitan cities of the country. This project is funded by the Government of India through USOF 
and executed by BSNL and technical consultancy is given by TCIL. Hon’ble Prime Minister also set a target 
to provide submarine optical fibre connectivity to Lakshadweep islands for high speed Internet services in 
1000 days. 

 

 
 

Hon’ble PM during inauguration of submarine Optical Fibre Connectivity  
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Telecom News : At a Glance……… continue 
 

2. In July-SEP, 2020, DoT HQ held various meeting with state 
officials and officials of COAI, TAIPA, BBNL & field units of 
DoT though Video Conferencing to review the progress of 
National Broadband Mission. On 21st July 2020, state 
officials of Andhra Pradesh, Telangana, Tamilnadu, 
Karnataka, Kerala, Punjab, Gujarat, Puducherry & 
Lakshadweep; on 31st July 2020, state officials of Delhi, 
Uttar Pradesh, Rajasthan, Haryana, Himachal Pradesh, 
Uttarakhand, Chandigarh, J & K, Ladakh; on 07th August 
2020, state officials of Andaman & Nicobar, Bihar, 
Chhattisgarh, Dadra Nager Haveli and Daman & Diu, 
Jharkhand, Goa, Maharashtra, Madhya Pradesh, Odisha; 
and on 11th August 2020, state officials of Arunachal 
Pradesh, Assam, Manipur, Meghalaya, Mizoram, Nagaland, 
Sikkim, West Bengal, Tripura attended the meeting.  
  

 
 
 

3. In July 2020, DoT further extended the relaxations in the 
Terms and Conditions for Other Service Providers (OSPs) 
upto 31st December 2020 to facilitate work from home in 
view of the ongoing concern due to COVID-19. 
 

4. On 08-09-2020, DoT declared the winners of Pandit 
Deendayal Upadhyay Telecom Skill Excellence Awards 
2018. 1. First Prize (Shri Srinivas Karanam, Bangalore). 2. 
Second Prize (Prof. Subrat Kar, New Delhi). The details may 
be seen at link as below:   
https://dot.gov.in/sites/default/files/PDDUTSE_Awards_20
18.PDF. 
 

5. On 09-09-2020, DoT’s Digital Initiative for combating 
pandemic “COVID-19 Quarantine Alert System (CQAS)” 
bagged Best Emergency Response Award of the year at the 
2nd CISO MAG summit 2020. CQAS has been designed and 
implemented by DoT with the support of C-DOT & TSPs.  

6. On 17th Sep, 2020, Hon'ble MoSC Shri Sanjay Dhotre 
participated in 6th BRICS Communications Ministers 
virtual meeting wherein a broad consensus was built to 
continue cooperation among BRICS countries. India will 
chair the next BRICS Communications Ministers meeting 
to be held in 2021. 

 
 

 
 

7. On 21 Sep, 2020, Hon’ble PM Shri Narendra Modi 
launched a project to connect all 45,945 villages in Bihar 
with Optical Fibre Internet Service for faster 
development with better connectivity. This project will 
be completed by 31.03.2021 at an approximate cost of 
Rs. 1,000 Crore. This project will be executed by 
combined efforts of Department of Telecom, Ministry of 
Electronics & Information Technology and Common 
Service Centres (CSC). 
 

8. Hon'ble MoC Shri Ravi Shankar Prasad inaugurated a Next 
Generation Network Telephone Exchange at New Bihar 
Vidhan Mandal compound and BharatAir Fibre service at 
Danapur Telephone Exchange in Bihar through Video 
conferencing from New Delhi on 29th August. Shri Sushil 
Kumar Modi, Deputy Chief Minister of Bihar, Shri 
Awadhesh Narain Singh, Chairman Bihar Legislative 
Council along with other dignitaries graced the occasion. 
This Next Generation Network Telephone exchange is a 
facility augmentation in Bihar Vidhan Mandal which will 
serve to the additional demand for reliable wireline and 
broadband services. 

 
 
 
 

https://dot.gov.in/sites/default/files/PDDUTSE_Awards_2018.PDF
https://dot.gov.in/sites/default/files/PDDUTSE_Awards_2018.PDF
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Shri U. K. Srivastava, Sr. DDG & Head TEC 
2.  
3. Shri U. K. Srivastava joined 

Telecommunication Engineering 

Centre as Senior Deputy 

Director General on 31 August, 

2020. 

 

4. Prior to joining TEC, he worked for four and half years as 

Principal Advisor in Telecom Regulatory Authority of 

India, looking after telecom networks, spectrum and 

licensing. He was responsible for recommendation to 

the government on the issues of spectrum 

management, licensing issues of access, national long 

distance, International Long Distance, Machine to 

Machine Communications, Broadband, Satellite 

Communications, Internet Telephony etc. He is also 

responsible for laying down regulations for network 

interconnection, Interconnection User Charge, Mobile 

Number Portability, charges for Cable Landing Stations 

etc. 

 

5. He is a graduate in Electronics Engineering and 

possesses Diploma in Management and has 35 years of 

experience in telecommunications sector.  

6.  

7. He belongs to the 1983 batch of Indian Telecom Service 

and is trained in transmission technologies, including 

optical, radio and satellite communications. He has 

managed various telecom activities including 

operations, maintenance, training, quality assurance, 

standardization and policy. He has been a member of 

various standing committees on satellite 

communications. 

8.  

9. He was deputed to ITU to serve in Iraq for two years 

and at ITU HQ in Geneva for a year and half.  

10.  

11. He has chaired the National Working Group-5 of ITU-T 

for a period of six years and has convened National 

Working Group-5 of ITU-R for eight years. He has also 

been actively involved in spectrum related issues and 

contributed in National Preparatory Committee (NPC) 

meetings and finalization of National Frequency 

Allocation Plan (NFAP)-2011.  

 

Mandatory Testing and Certification of Telecom 
Equipment (MTCTE) 

1. Mandatory Testing and Certification of Telecom Equipment 
(MTCTE) for 21 telecom equipment, covered under Phase-I was 
made mandatory w.e.f. 1st Oct, 2019. Now, notification for phase-
II of MTCTE for 6 telecom equipment have also been issued under 
MTCTE Certification w.e.f.  1st Oct, 2020. Details for certification 
of telecom equipment are as below; 
Total  
Companies 
/firms 
registered  

Total 
applications 
registered 

Certificates 
issued 
during quarter 
(Jul to Sep-20) 

Total certificate 
issued till Sep-20 

 

88 

 

102 

 

03 

 

85 
(37 under GCS and 
48 under SCS 
scheme) 

 
Other Activities:  
(a) A Stakeholders’ e-meeting with OEMs and Industry Association 

COAI was conducted under the chairmanship of Sr. DDG, TEC 
on 22nd June, 2020 to address the issues faced by the industry 
in MTCTE implementation. 

(b) A meeting with test Labs was held in last week of July, 2020 
under the chairmanship of Sr. DDG, TEC to get update on their 
readiness for further MTCTE phases and address any issues 
related to designation. The CABs suggested for including high 
volume products under Phase-3. They have promised to 
acquire capabilities for technical requirements also. 

(c) A stakeholder meeting of OEMs for ERs of COTS server/Cloud 
based products was conducted on 14th August, 2020 under 
the chairmanship of DDG (TC). A number of OEMs like HP, 
Huawei, Cisco, Dell, Nokia, and Ericsson joined the meeting 
and commented upon the strategy to devise ERs of 
COTS/Cloud based Telecom products. 

(d) Two MTCTE Standing Empowered Committee meetings were 
done in September to resolve matters of exemption requests 
of OEMs and revision of MTCTE procedure. 

(e) MTCTE Certificate Modification and Renewal Module has 
been updated on MTCTE portal for applicant. Online ER 
management module provided to core divisions for ER 
generation and updating. Intra portal Two-way dialog 
mechanism has been integrated on MTCTE portal to facilitate 
communication with different roles on MTCTE portal while 
application processing.  

For more information, visit MTCTE website 
https://www.mtcte.tec.gov.in 

CABs (Conformity Assessment Bodies) 
During this period, 2 new CABs were designated. Till 30-09-2020, the 
total number of TEC designated CABs is 56; facility for Safety testing 
is available in 44 CABs, facility for EMI/EMC testing is available in 24 
CABs, facility for technical parameters testing is available in 07 CABs 
and facility for SAR testing is available in 03 CABs. Full list of 
designated labs is available at TEC website 
“https://www.tec.gov.in/list-of-cabs-designated-by-india/” and  at 
MTCTE website https://www.mtcte.tec.gov.in/designated_Labs. 

 
 

 

 

https://www.mtcte.tec.gov.in/
https://www.tec.gov.in/list-of-cabs-designated-by-india/
https://www.mtcte.tec.gov.in/designated_Labs
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Technical Paper  

on 

‘Trustworthy Artificial Intelligence (AI)’ 

 

Abstract: - Artificial Intelligence (AI) is one of the most 
important innovations for the society, which has the 
potential for improving the quality of life. This paper 
discusses the need for a trustworthy AI. 
 AI has many benefits when it comes to societal, 
individual or cultural development. However, any 
mistake either in the development or in the working 
phase of the AI system can be disastrous, especially 
when human lives are involved. AI systems should be 
developed and used in a way that adheres to all the 
ethical principles, thus providing fairness, prevention 
of harm and explicability. While Standardization 
Development Organizations like ITU, ISO/IEC, IEEE have 
already begun work on certain AI related areas, 
however, it is imperative to lay down ethical 
foundation for using AI technology safely/ effectively, 
creating open process for codifying rights/ regulations 
around issues such as privacy, security, 
trustworthiness, robustness, transparency and above 
all, ethics.  

According to report on Independent High-Level Expert 
Group on Artificial Intelligence set up by The European 
Commission, trustworthy AI need to be: Lawful, ethical 
and robust. These three attributes are necessary but 
not sufficient for the achievement of Trustworthy AI. 
Creating trustworthy and ethical artificial intelligence 
requires an understanding not only of the technology 
itself, but also the societal and ethical conditions 
present, and how to appropriately account for and 
assess their impact on the way AI is designed, built, 
and tested, and the way it interface with human being. 
It must be sustainable and environment friendly. The 
traceability of AI system must be ensured, where 
individuals can have full control over their own data. 
The main goal of this paper is to understand what 
really makes an Artificial Intelligence system 
trustworthy.  

 

1.0 Introduction  

 
The world, today, is witnessing a technological 
revolution in form of AI which has potential to    
change almost every sector may it be industry, 
government or non-government, education or health. 
The key capability that separate AI from many of the 

past technical or scientific breakthroughs in terms of 
the value it can create is machine‐learning capability. 
Machines have the capability to process, track, and 
draw insight from millions of data points very quickly. 
Artificial Intelligence (AI) is actually a set of associated 
technologies and techniques such as machine 
learning, deep learning, natural language processing 
and neural network design that can be used to 
complement traditional approaches, human 
intelligence and analytics and/or other techniques. AI 
is the simulation of human intelligence processes by 
machines, especially computer systems. These 
processes include learning (the acquisition of 
information and rules imbibed in form of algorithms 
for using the information), reasoning (using rules to 
reach approximate or definite conclusions) and 
adaptive learning & self-correction.  

AI is the most important innovation for the society, 
which has immense potential of improving the quality 
of life, which can be utilized in nearly every aspect of 
life of the people like healthcare services, public 
sectors, education, electronics, banking etc. AI and 
increasingly complex algorithms currently influence 
our lives and our civilization more than ever. For 
example, AI systems can reduce the unwanted needs 
of resources by accurately monitoring and managing 
the data of relevant energy needs of the society. This 
will result in the development of efficient 
infrastructure and intelligent logistics. Similarly 
merging knowledge of human anatomy and AI can 
offer a new approach to prognosis and preventive 
health care and development of new drugs that can 
substantially reduce health care costs. AI is capable of 
solving complex situations and can be integrated with 
intelligent automation processes to develop cutting-
edge solutions. Industry 4.0 technologies will apply AI 
for connected machines and processes. The greatest 
contribution of AI will be to face and resolve the global 
challenges, given in the UN's Sustainable Development 
Goals (SDG), a collection of 17 global goals designed to 
achieve sustainable future for all. To achieve these 
goals, innovation in the current AI system is of 
paramount importance for them to encompass a 
humane perspective and function in society to support 
and expand human welfare.  

Artificial Intelligence is often perceived as a black box 
technology, with a lingering fear that whether it will 
be used to manipulate us. How can today’s business 
move beyond these challenges? Answer to such fears 
lies in building trustworthiness– across business, 
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society and government. Trustworthy AI means AI, 
which is lawful, ethical and technically robust and 
reliable. Creating trustworthy and ethical artificial 
intelligence requires an understanding not only of the 
technology itself, but also the societal and ethical 
conditions present, and how to appropriately account 
for and assess their impact on the way AI is designed, 
built, and tested, and the way we interact with it. For 
complete trust between the society and AI systems, 
both the internal architecture of the AIs and 
applications and Human Interface utilizing AI needs to 
be well defined as per principles of trustworthiness. 
 

2.0 Ethics: An Identified AI Benchmark 
 

2.1 Ethics Guideline for Trustworthy AI by European 
Commission: It has been observed while offering great 
opportunities, AI systems also give rise to certain risks 
that must be handled appropriately and 
proportionately. Acknowledging the fact that AI is to 
support human requirements in a human-centric way, 
European commission formed a high-level committee; 
the High-Level Expert Group on Artificial Intelligence 
(AI HLEG), an independent group mandated with the 
drafting of two deliverables: (i) AI Ethics Guidelines and 
(ii) Policy and Investment Recommendations.    
 
2.2 The National Strategy on AI for India: National 
Institution for Transforming India (NITI) Aayog (India’s 
policy think tank) has come out with Strategy paper on 
#AIForAll as it is focused on leveraging AI for inclusive 
growth. This detailed paper on AI has delineated: 
technology framework, adoption of technology for 
benefit of larger good of people of India, how to 
develop the research ecosystem, promote adoption 
and address skilling challenges, funding mechanism 
etc. The strategy also flags important issues like ethics, 
bias and privacy issues relating to AI and envisions 
Government promoting research in technology to 
address these concerns.  The national strategy 
specifically mentions about Fairness/ tackling the 
biases AI/ Transparency/ opening the “Black Box” and 
explainability of AI. It recognises that the data set used 
for training a machine or creating AI solution may have 
biases, which may have been reinforced over time. 
Therefore, there is need to build mechanism to create 
bias neutrality.  This also identifies with discussions 
taking place in academic, research and policy fora, and 
definitely merits a combined dialogue and sustained 
research to come to an acceptable resolution of this 

problem. Strategy also refers to “Black Box 
Phenomenon”, associated with AI. Opening the Black 
Box, assuming it is possible and useful at this stage by 
aiming at explainability of AI systems. 
 
2.3 The Artificial Intelligence Task Force Report: 
Ministry of Commerce and Industry, Government of 
India created a Task Force on Artificial Intelligence for 
economic transformation of India, which discussed and 
mentioned in its report about ethical and responsible 
AI. The report delineates how in many aspects Al 
disrupt current social norms and ways of thinking. 
Therefore, in general, legal and social constructs need 
to evolve to deal with autonomous systems. It is 
important for AI systems to show: explainable 
behaviour, demonstrable either explicitly or 
statistically and are engineered for safety and security 
and are rigorously audited to ensure non-
contamination by human biases and prejudices. 
 
2.4 IEEE Standards Association: AI standardization 
processes are part of a larger IEEE Global Initiative on 
Ethics of Autonomous and Intelligent Systems. IEEE has 
released a number of documents regarding the ethical 
development of AI through their Global Initiative on 
Ethics of Autonomous and Intelligent Systems, where 
they consulted across some areas of industry, 
academia, and government. The IEEE sets out five core 
principles to consider in the design and 
implementation of AI and ethics. These include 
adherence to existing human rights frameworks, 
improving human wellbeing, ostensibly to ensure 
accountable and responsible design, transparent 
technology and the ability to track misuse. IEEE SA 
recently launched the development of an Ethics 
Certification Program for Autonomous and Intelligent 
Systems (ECPAIS). ECPAIS seeks to develop three 
separate processes for certifications related to 
transparency, accountability, and algorithmic bias.  
 
2.5 ISO/IEC: Recognising the importance of 
international standards harmonisation in addressing, 
managing and regulating new areas of technology, the 
ISO and the IEC Joint Technical Committee 1 (JTC 1) 
created Subcommittee 42 – Artificial Intelligence 
(SC42), in 2017 that has nine standards under 
development, focused variously on terminology, 
reference architecture and, more recently, 
trustworthiness. The Trustworthiness working group is 
currently drafting three technical reports on 
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robustness of neural networks, bias in AI systems, and 
an overview of trustworthiness in AI. SC 42 committee 
is also driving work on the governance of AI within 
organizational settings, to ensure the responsible use 
of AI.  
 
2.6 ITU Focus Group on AI for Health (FG-AI4H):  The 
ITU/WHO Focus Group on artificial intelligence for 
health (FG-AI4H) works in partnership with the World 
Health Organization (WHO) to establish a standardized 
assessment framework for the evaluation of AI-based 
methods for health, diagnosis, triage or treatment 
decisions   In the latest meeting of ITU Focus Group on 
AI for Health held in November 2019 in New Delhi 
India, a contribution was submitted by TEC on Ethical 
Issues on AI for Health. After discussion, it emerged 
that a working group on ethics should be created on 
the topic.  
 

3.0 Framework and Foundation of a Trustworthy AI 
  

For successful development of framework for a 
reliable AI system, three criteria should be met for its 
development and functioning. According to report on 
Independent High-Level Expert Group on Artificial 
Intelligence set up by The European Commission, 
trustworthy AI must encompass the following three 
attributes: 
a) Lawful: The AI system should be compliant with 

various rules, laws and regulations. 
b) Ethical: AI system should contain morals and 

ethics, and adhere to moral values and principles. 
c) Robust: AI System should be sturdy in both social 

and technical sense.  
 
Ethical issues of AI are field of applied moral values; it 
focuses on the various socio-technical discrepancies or 
issues generated due to the construction function and 
uses of AI. Ethical field regarding AI has significant 
value when it deals with problems like safety of 
individuals, privacy and even unemployment, if 
created due to AI. The main objective for the 
developers will be to integrate AI systems with the 
common life along with disrupting and existing social 
boundaries for maintaining sustainable law and order 
in the society. 
 
3.1   Lawful AI System:  
A lawful AI system should support fundamental rights 
of the citizen. AI system should comply to all laws of 

the land protecting human rights and dignity of each 
and every individual human being. Freedom of 
individuals means the full autonomous control over 
their rights that can be- right to education; right to 
privacy, rights to express etc. An AI system should 
regard the freedom of individuals by not using any 
form of coercion, manipulation and deception with 
them. 
 
3.1.1 Respect for democracy, justice and the rule of 
law 
AI system should not change any current democratic 
processes, freedom of vote and laws of any country. AI 
system should also be aware enough for not taking 
any actions, which can be detrimental to the principles 
that form the laws. 
 
3.1.2 Equality and inclusivity  
AI system should not function in any manner that 
supports racial issues, religion issues, gender 
discrimination and any other such unfair criteria. It 
should be inclusive in nature and be respectful to all, 
irrespective of their gender, religion and race. 
 
3.1.3 Citizen rights 
AI system should be increasing the potential of the 
ability of various governments to enhance the 
innovation and efficacy of the public sector as well as 
the private sector for improvement of quality of life 
for their citizens. 
 
3.2 Ethical AI Systems 
The way ethics play an important role in our daily 
lives, similarly, it is necessary to have ethics for AI 
systems in order to enable the systems to make quick, 
transparent and responsible decisions. Ethical 
principles for AI can serve a variety of functions in 
support of the users. Some of the ethical principles 
necessary for AI to achieve better outcomes reduce 
the risk of negative impact and practice the highest 
standards of ethical business and good governance. 
 
3.2.1 Human centric Approach  
AI systems must not in any case dominate, force, 
deceive or manipulate human beings, rather, they 
must be designed in such a way that they support, 
increase and accompany humans’ social and cultural 
skills as well as their cognitive thinking. The AI systems 
must follow the design principles that supports the 
human centric approach and there should always be 
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an upper hand for humans regarding their 
functionality. The AI systems may also make changes 
in the working atmosphere aiming for the 
establishment of meaningful work keeping in mind the 
proposed limits set by humans. 
An AI system must not intend or cause harm to a 
human being. This involves mental as well physical 
protection of human beings, while keeping their 
dignity. The safety and security of the environment in 
which the AI systems work must also be kept in mind, 
so that it is ensured that they are not used maliciously. 
AI systems should benefit individuals, society and the 
environment. 
 
3.2.2 Fairness and bias free 
AI Programs are made up of algorithms that follow 
rules. They need to be taught those rules and this 
occurs by feeding the algorithm with data, which the 
algorithm then uses to infer hidden patterns and 
irregularities. If the training data is inaccurately 
collected, an error or unjust rule can become part of 
the algorithm- which can lead to biased outcomes. 
The motive behind using an AI system should be fair 
and must not include any bias decisions. The ulterior 
motive behind this principle is to mitigate the results 
obtained from a discriminate use of data in artificial 
intelligence. 
 
3.2.3 Explicability 
Explicability comes from the word explicable; meaning 
“capability of being explained”. In order to build and 
maintain trust among users in AI systems, explicability 
is an important factor. The process through which AI 
works needs to be transparent and the purpose of the 
AI system as well as the decisions made by it must be 
well understood by those affected, directly or 
indirectly. The extent to which an AI system is 
explicable is highly based on the context related to 
which the system is working. 
 
3.2.4 Data privacy, protection and security 
AI system should respect and uphold privacy rights 
and data protection, and ensure the security of data. 
This includes ensuring proper data governance and 
management for all data used and generated by the AI 
systems. Data used for training the system need to be 
anonymised for the sake of data privacy at the same 
time it need to be protected from misuse and 
pilferages and to be secured against any kind of 
security violations. 

3.3    Robust AI System 

3.3.1 Reliability 

Every AI system is deployed by a human organization. 
In high-risk applications, the combined system of 
human plus AI must function as a high-reliability 
association in order to avoid catastrophic errors. Such 
AI systems should perform in a safe, secure and 
reliable manner, and safeguards should be foreseen to 
prevent any unintended adverse impacts.  

 

3.3.2 Safety by Design 

The AI system should work in a safe and secure 
manner. It should be designed by foreseeing all 
adverse impacts it can create and such unintended 
impacts should be averted by robust designs. This is 
needed both from, technical perspective (ensuring the 
system’s technical robustness as appropriate in a 
given context, such as the application domain or life 
cycle phase), and social perspective (in due 
consideration of the context and environment in 
which the system operates). 

 

4.0 Requirements of Trustworthy AI System 

 

Responsibility of creating trustworthy AI lies with all 
stakeholders being part of an AI system. Therefore, 
different set of stakeholders: developers, deployers 
and end-users have to play their part for designing a 
trustworthy AI system. Developers who design and 
develop the system need to be aware and vigilant 
while doing research and designing the system. 
Deployers who deploy AI   to create products, services, 
facilities etc. need to be aware of their responsibility 
of using AI in a manner which is according to law, 
ethics of the society. End users should insist upon 
making AI compliant to three basic requirements of 
trustworthy AI. AI systems should meet the following 
requirements in order to be deemed trustworthy. 

 

4.1 Support to Human Rights 

Fundamental Rights: AI systems have the capacity to 
equally support or hamper fundamental rights. For 
instance, they can balloon in the field of education, 
thus supporting someone’s right to education. 
However, the same AI system can negatively affect 
someone's fundamental rights. In such situations, 
proper fundamental rights violation assessment must 
be performed. This must be done before the 
development of the AI system. 
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Human Agency: There should be a flexible system 
between the user and the AI system. The user should 
have the necessary knowledge and tools in order to 
comprehend and make changes in the AI system 
according to their needs and goals. However, this 
must be limited to a certain degree. 
Human Oversight: Human oversight can be beneficial. 
Proper oversight mechanisms need to be ensured, 
which can be achieved through human-in-the-loop, 
human-on-the-loop, and human-in-command 
approaches. 
 
4.2 Technical robustness and safety 
Resilience to attack: Just like any software, AI systems 
also have the vulnerability of being attacked by 
adversaries (e.g. hacking). In case an adversary attacks 
an AI system, there are chances that the AI system 
may respond differently and produce an unwanted 
output. It may even shut down. Hence, in order to 
mitigate such unforeseen results, the AI’s security 
must be taken into account while designing and 
developing the AI system. 
 
Fall Back Plan: Every AI system must have a fall-back 
plan in case a problem occurs. It must be ensured that 
the AI acts according to the proposed regulations 
towards its goal without harming any human being or 
the environment. The fall-back may include moving 
from a statistical approach to a rule based approach. 
The system may even take permission from the 
human operator before performing further tasks. 
Accuracy: An AI system must be accurate enough to 
make correct judgements. This is very crucial at times 
and situations where human lives are at risk. 
Inaccurate predictions may lead to damage to 
property and even loss of human lives. 
Reliability and Reproducibility: An AI system must be 
reliable as it works with a variety of input in order to 
obtain different outputs. In addition, an AI task must 
produce the same output when repeatedly performed 
under the same conditions so as to ensure consistency 
of its results with similar conditions. 
 
4.3 Data Safety, Security and Protection 
Delegation of decision making to algorithms, may 
require built in mechanism for reduced bias, 
discrimination and improved privacy protection. 
However, even if a technological method helps user 
delegate that responsibility of decision making to an 
AI system with improved outcomes, he cannot get 

away from his core responsibility of assuring data 
privacy and protection. Therefore, it is important that 
higher standards to be set up for: 
Privacy, Data protection: The information provided by 
the user and the personal information of the user 
must be kept safe by the AI system at all times. The AI 
system must not misuse it for any reason whatsoever. 
Quality and Integrity of Data: Whenever any data is 
gathered by the AI system, there are chances that the 
data may be full of errors and mistakes. Feeding such 
type of data may change the system behaviour. The 
system must also reject any malicious data. 
Access to Data: Not everyone must have access to the 
data collected by the AI system. Certain rules and 
regularities must be maintained regarding who will 
have the access to such data and under what 
circumstances this data can be extracted. 
 
 4.4 Transparency and Accountability 
Traceability: All of the information that the AI system 
gathers stores or communicates between other 
systems or users must be open to tracking for security 
purposes. This should be done under proper 
guidelines documented under the best possible 
standard. Traceability helps remove any errors in the 
decisions made by the AI system, and prevents any 
future mistakes. 
Explainability and Transparency: There must always 
be an explanation of why an AI system made a 
particular decision. There are some situations in which 
analysing a particular decision made by the AI system 
is necessary. 
Communication and Accountability: Every user has 
the right to know that they are interacting or 
communicating with an AI system. A user can 
knowingly choose to have a human based interaction 
with its AI system, but that too under certain 
conditions. In addition, this must not violate any 
fundamental rights under any condition. 
 
 4.5 Non-discrimination and Inclusiveness 
Bias Aversion: The information that goes through an 
AI system (whether that data is used to interact with 
the user or is used while developing the AI system) 
may contain some historical events that are related 
with biases in the past. This piece of information may 
continue to create various cultural, racial or sexual 
bias and prejudice in the future as well. In order to 
alleviate the problem, people from a diverse 
background may be hired while developing the AI 
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system. The teams developing, designing, testing, 
deploying, maintaining, and procurement of AI 
systems takes into consideration the diversity of users 
and society in general. This ensures objectivity and 
contributions of various perspectives and needs. 
Generally, team diversity is in terms of not only 
gender, age, social group, culture but also includes 
skill sets, professional skills and background. 

Sustainable and environment friendly AI: An AI 
system’s design, development and usage processes 
must be performed in an environment friendly way, 
e.g. energy consumption during the AI’s usage process 
must be tracked and kept under certain limits. Ideally 
the goal should be to enhance environmental 
efficiency. 

Social impact: AI systems have the ability to alter our 
social lives, be it in areas of entertainment, work life 
or social life. They cannot only make our social lives 
better, but can deteriorate it too. When it comes to 
AI’s negative impact on our social life, they include 
both physical as well as mental effects. In order to 
mitigate this, the AI systems must be kept under 
observation and monitored regularly. 

Society and Democracy: Apart from using AI systems 
to improve an individual's life, they must be used to 
affect the society, for e.g. analysing the flaws of a 
democracy and suggesting decisions to improve its 
structure. 

 

5.0 Realization of A Trustworthy AI 

 
For realizing a trustworthy AI, it is necessary to create 
an end to end life cycle design of AI system, which 
means measuring performance of the system from 
initial conceptualization to final end product and 
making a close loop feedback system to avoid any 
diversions. 

 

Realization of a trustworthy AI is possible with 
following methods: 

i) Trustworthiness built-in in design;  

ii) Policy, normative guidelines, standardisations, 
testing and certification. 

 

Technical methods should ensure that the trustworthy 
AI to be employed in the development, designing and 
is utilized in all phases of an AI system. Besides there 
can be different not so technical methods, which plays 
an important role in maintaining and securing the AI. 
AI for All should aim at enhancing and empowering 
human capabilities to address the challenges of access, 
affordability, shortage and inconsistency of skilled 
expertise.  

 

Design of a trustworthy AI architecture involves: 

• Recognition and Articulation:  

 It involves recognition of factors such as Laws, 
Policies, normative behaviour of AI system, 
identification of undesirable system behaviour 
necessary to follow requirements of 
trustworthiness. These need to be articulated well 
so that it can be translated in to system 
architecture. 

• Planning: It allows involvement of those plans that 
adhere to all the requirements. 

• Execution: This involves actual technical design of 
the system architecture.  

 

While actually designing the system it is very important 
to clearly identify system behaviour i.e. deterministic 
or uncertain. Uncertainty arise when system is 
perpetually self-learning and very dynamic. In such 
cases it is necessary that desired and undesirable 
behaviours of AI system clearly defined in the 
architecture and it is to be ensured through close loop 
of identify-measure and change of behaviour pattern 
by AI system itself.  

 

5.1 Law compliance by design 

Law by design provides accurate and explicit links 
between the abstract principles, which the system 
should obey, and implementation specific decisions. 
The norms should be obeyed for implementation of 
trustworthy AI system. It provides safe shutdown in 
case of failure and resume the operation after a forced 
shutdown. Therefore, designers of AI system are 
responsible for identifying the status of law compliance 
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of their AI system and also impact of system on human 
interface involved and society at large. 

 

5.2 Explainable AI (XAI) 

Explainable AI (XAI) is an idea where behaviour of 
system must be analysed before interpreting its results 
for achieving a trustworthy AI system. Therefore, XAI 
tries to address unpredictability involved with dynamic 
learning systems by introducing pre-analysis and 
justification for systems behaviour pattern. The 
Explainability quotient should be such that the AI 
algorithm and associated machine learning is able to: 

• Produce more explainable models, while 
maintaining a high level of learning performance; 
and  

• Enable human users to understand, appropriately 
trust, and effectively manage the emerging 
generation of artificially intelligent partners. 

 

5.3 Identification of Quality and Service KPIs  

Key Performance Indicators needed to adjudge 
performance of an AI system for its trustworthiness 
need to be predefined besides parameters related to 
functionality, performance, reliability, safety and 
security.  

 

5.4 Testing and validation 

Testing and validation of the system must be provided 
as it ensures the system behaves as desired 
throughout its life cycle. It must include all 
components of an AI system, including data, pre-
trained models, environments and the behaviour of 
the system as a whole. The output must be consistent 
with the results of the preceding processes, while 
comparing them with the previously defined policies to 
ensure that they are not violated. 

 

5.5 Regulation, Standardisation and Certification 

There has been a lot of debate on how the Artificial 
Intelligence (AI) should be regulated. Governments 
around the world have stressed that AI should be 
governed by a strong set of regulations.  Governments 
and regulators should not only ensure that creativity 
involved in building AI systems to be nurtured but also 
to ensure that technology is harnessed for good and 
available to everyone. To ensure this, it is essential that 
certain safeguards be created.  Therefore, a legislative 
framework for a trustworthy AI should be in Place to 
acts as an enabler for adopting trustworthiness as well 

as a safeguard against deviations from normative 
guidelines.  

 

Standardisation of designs, business processing and 
manufacturing services act as a quality management 
system for AI by providing the users, organisations, 
research institutions consumers and governments with 
the ability to identify and encourage ethical code of 
conduct for their purchasing decisions. The 
certifications apply standardised designs; 
manufacturing services developed for different 
application domains and align them appropriately in 
different contexts of industrial and societal standards. 
Certification cannot replace the responsibility. 
Therefore, disclaimers as well as review, accountable 
frameworks and readdressed mechanisms, should 
complement it. 

 

5.6   Normative Guidelines 

An organisation should document its purpose and 
intentions when working with AI systems. In addition, 
it should follow standards of some expected values 
such as transparency, fundamental rights, and 
protection from harm. These guidelines to be in 
accordance with extant policies and regulation. This 
can be in form of a charter of responsibility of all 
stakeholders for assuring design, development, 
deployment and utilization of a trustworthy AI system. 

Trustworthy AI encourages the collaborative and 
instructed participation by all stakeholders. 
Communication, education and training are important 
factors for ensuring the potential impact of AI systems 
and makes people aware as they have a vital part in 
shaping the society having AI Systems. 

 

5.7 Organizations Responsibility 

Some governance frameworks should be established 
internally and externally by organization to account for 
the ethical decisions related to deployment, 
development and usage of AI system. Communication 
channels should also discuss dilemmas and report 
emerging issues incorporating ethical concerns. 

 

5.8 Stakeholder Commitment 

AI systems may offer huge benefits so it should be 
guaranteed that they are available to all. This requires 
discussions and dialogues between various social 
partners and stakeholders. The process should also 
include the public for their views.  
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6.0 Assessing Trustworthy AI  

 

Development of assessment criteria is a very important 
step for creation of trustworthy AI systems. These 
need to be framed in close coordination of multiple 
interested parties from private and public sectors, 
stakeholders and government. Open dialogue should 
be initiated to generate awareness and sufficient 
efforts to be made for advocacy of such efforts. 
Assessment criteria should include indicators related to 
all three main aspects: Lawful, Ethical and Robust AI 
systems. Such criteria once created need to be tested 
through small projects. Various small-scale projects are 
to be executed first for getting the relevant feedback 
on the limitations of the current AI system. Hard rules 
and limitations of AI’s functions are to be outlined by 
referencing several factors like safety, advancement of 
AI and social acceptance of the people. 

 

7.0 Conclusion 

 

AI systems are expected to have very strong influence 
over business practices, governance structure and 
society at large. They are presently having numerous 
positive impacts in various sectors like health, 
educational, defence etc. However, these systems also 
accompany equally large risks and negative impacts on 
the society if are not properly used. For example, AI 
system can be used with various measuring 
instruments and life support devices to provide a high 
level of accuracy and control for aiding the doctors. In 
case of indirect influence, using measurement 
recorded by the AI, doctors will be able to determine 
any potential diseases or problems in the patients and 
appropriate preventive measures can be taken. Trust 
on the measurement of the AI devices and their lack of 
bias by the doctors can improve the present conditions 
of treatment exponentially. However, if AI system has 
inbuilt bias it has equal potential for huge misuse.  

Therefore, development of the framework for the 
system through which they can be regarded as 
trustworthy is of paramount importance before prolific 
acclimatisation of AI systems in the daily lives of people 
and organisations. A human centric ethical approach is 
required for creating trustworthy AI systems. 

 

8.0 References 

 

[1] Asilomar conference on Beneficial AI, 2017 

[2] Discussion Paper on National AI strategy by NITI 
Aayog, June 2018 
[3] Floridi, Luciano. "Establishing the rules for building 
trustworthy AI." Nature Machine Intelligence 1, no. 6 
(2019): 261. 
[4] Livingston, S., & Risse, M. (2019). The Future Impact 
of Artificial Intelligence on Humans and Human 
Rights. Ethics & International Affairs, 33(2), 141-158. 
[5] Marnau, N. (2019). Comments on the “Draft Ethics 
Guidelines for Trustworthy AI” by the High-Level Expert 
Group on Artificial Intelligence. 
[6] Report of Task force on Artificial Intelligence 
formed by Ministry of Commerce and Industry 
Government of India [https://dipp.gov.in/whats-
new/report-task-force-artificial-intelligence] 
[7] Siau, K., Wang, W. (2018), Building Trust in Artificial 
Intelligence, Machine Learning, and Robotics, CUTTER 
BUSINESS TECHNOLOGY JOURNAL (31), S. 47–53.  
[8] Vakkuri, Ville, and Pekka Abrahamsson. 2018. “The 
Key Concepts of Ethics of Artificial Intelligence.” 
Proceedings of the 2018 IEEE International Conference 
on Engineering, Technology and Innovation, 1–6.  
[9] Yu, Han, Zhiqi Shen, Chunyan Miao, Cyril Leung, 
Voctor R. Lesser, and Qiang Yang. 2018. “Building 
Ethics into Artificial Intelligence.” arXiv, 1–8.  
[10] The High-Level Expert Group on Artificial 
Intelligence [https://ai.bsa.org/wp-content/uploads/ 
2019/09/AIHLEG_EthicsGuidelinesforTrustworthyAI-
ENpdf.pdf] 

 [Contributed by FN division, TEC] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Continuation of ISO 9001:2015 Certification of 
TEC, New Delhi 
 TEC has transited from ISO 9001:2008 to ISO 
9001:2015 in August, 2019 and awarded ISO 
Certification by External Auditor M/s URS Certification 
Ltd, Noida, a Certification Body accredited by National 
Accreditation Board for Certification Bodies (NABCB, 
QCI). The Certification is valid for three years till 19th 
August 2022 subject to Surveillance Audit compliance   
annually. As per requirement of ISO Quality 
Management System, Internal Audit of different 
Divisions of TEC, New Delhi and Management Review 
Meeting for ISO were held in June, 2020.  
Thereafter, an External Surveillance Audit was 
conducted on 22nd July, 2020 by M/s URS 
Certification Ltd, the Certification Body to ensure 
compliance of the ISO 9001:2015 Certification. After 
conduction of Audit, the  ISO 9001:2015  Certification 
has been extended for another one year till August, 
2021. 
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TEC Contributions submitted to ITU-T & other 

Standardization bodies 

 

1. A Contribution C529 - Proposal for modifications 

in draft Recommendation ITU-T Q.39_FW_Test_ 

ID_IoT "The framework of testing of 

identification systems used in IoT” against 

Q12/11 was uploaded to ITU-T SG-11 as an Indian 

Contribution. In this contribution, a new “Model 

of the IoT based on BLE (Bluetooth Low Energy)” 

was added. The same was presented by NWG-11 

member Shri Anshul Gupta, AD(MRA) in the ITU-

T SG-11 virtual meeting held from 22-31 July 

2020. The contribution was accepted and 

additions were made into TD-GEN-1413  draft 

recommendation ITU-T Q.4063 (ex 

Q.39_FW_Test_ID_IoT). Shri Anshul Gupta, 

Ad(MRA) was added as Editor for ITU-T Q.4063. 

 

2. A contribution on “Artificial Intelligence Quotient 

(AI-Q) for Indexing and Rating AI Algorithm” was 

approved by Member (S) and was presented by 

Dir (FN) to ITU-T SG12 meeting held from 07-11 

September 2020. This contribution was accepted 

by ITU-T SG12 and resulted into the creation of a 

new work item E.AIQ: “Artificial Intelligence 

Quotient (AI-Q) for indexing and rating AI 

algorithms used in conversational AI systems 

employed for customer service management, 

service optimization and management as part of 

service quality assessment methodologies”.  

 

3. A contribution on work item Y.SRC 

“Requirements for deployment of smart services 

in rural communities” was presented by 

DDG(IoT) in the ITU-T SG-20 virtual meeting, held 

from 06-16 July 2020.  

 

4. Two contributions C-921 and C-918 submitted 

against draft new ITU-T Recommendation 

Y.OBF_trust: “Open Bootstrap Framework 

enabling trustworthy networking and services 

for distributed diverse ecosystems” (under 

Q16/13) and draft new ITU-T Recommendation 

Y.e2efapm: “Cloud Computing - End-to-end 

fault and performance management framework 

of inter-cloud network services" (under Q19/13) 

respectively were discussed in the ITU-T SG-13 

meeting held from 20-31st July 2020.  

 

After discussions, these contributions were 

respectively finalised as TD481/WP3 and 

TD580/WP2. Shri Abhay Shanker Verma, DDG 

(MT) is Editor for both these draft 

Recommendations. 

 

Further, contribution on Y.OBF_trust against 

Q16/13 was also presented in the interim e-

meeting of ITU-T SG-13 on 28-29 September 

2020. The same was presented by DDG(MT) in 

the NWG-13 meeting held virtually on 15th Sep, 

2020. This contribution aims to extend the 

inherent security capabilities of underlying 

network and device for use by application 

services providers that are outside the network 

operator domain ensuring independence from 

any specific network technology and permitting 

change of network operator for the users and 

the application services providers. 

Modifications were carried out during drafting 

session based on inputs from the participants 

and it was decided to submit the document for 

consent in December 2020 meeting of ITU-T 

SG13. 

 

https://www.itu.int/md/meetingdoc.asp?lang=en&parent=T17-SG11-200722-TD-GEN-1413
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(b) A new Resolution on Enabling open and shared 

resources for equitable access to AI/ML via networks.  

 

(B) Virtual interim meeting of working groups of APT 

WTSA-20 (APT WTSA20-WGS-IM-2) from 18-21 Aug 

2020. 

 

1. Contribution on Resolution 98 “Enhancing the 

standardization of Internet of things and smart cities 

and communities for global development” was 

discussed and presented. The contribution was 

further refined and again submitted for discussion in 

the next meeting of APT WTSA-20, 13-16 October 

2020. 

2. Discussions on other draft candidate PACPs for 

proposed modifications to the WTSA-16 Resolution 

60, 77, 88, 92, 96 and 97 were also held.  

3. Shri Abhay Shanker Verma, DDG (MT), TEC has been 

nominated as lead Editor for draft PACP for proposed 

modifications to WTSA-16 Resolution 88. 

 

(C) APT Wireless Group meeting: 

 

Two contributions were submitted from IoT division, 

TEC for AWG-26 Meeting, 14-18 September 2020, as 

given below: 

1. Proposal for working document towards a draft new 

APT Report on “Technology and Spectrum 

Management Techniques for IoT Networks”  

2. Proposal for LTE and 5G NR based V2X in Working 

Document Towards “Cellular Based V2X for ITS 

applications in APT Countries".  

Both the documents were presented by DDG (IoT) 

and discussed in detail. All the officers of IoT & MT 

divisions attended this meeting. 

 

(D) APT Conference Preparatory Group for the World 

Radio Conference 

 

The 1st Meeting of the APT Conference Preparatory 

Group for the World Radio Conference (WRC)-23 

(APG23-1) from 24 to 25 September 2020 was 

attended by the Mobile division of TEC.  

 

APT (Asia Pacific Telecommunity):  
TEC Contributions & other activities 

 
(A) 3rd meeting of APT Preparatory Group for WTSA-20 

held on 13-17 Jul,2020:  

 

1. Following eight draft Candidate for Preliminary APT 

Common Proposals (PACP) submitted from India were 

discussed;  

(a) modifications in the WTSA Resolution 60: To enhance 

the standardization work on identification/numbering 

for emerging networks in ITU-T; 

(b) modifications in the WTSA Resolution 77: Enhancing 

the standardization work in the ITU 

Telecommunication Standardization Sector for 

software-defined networking; 

(c) modification in the WTSA Resolution 84 (Hammamet, 

2016) - Studies concerning the protection of users of 

telecommunication/ ICT services. 

(d) modifications in the WTSA Resolution 88: 

International mobile roaming; 

(e) modifications in the WTSA Resolution 92: Enhancing 

the standardization activities in the ITU 

Telecommunication Standardization Sector related to 

non-radio aspects of International Mobile 

Telecommunications; 

(f) modifications in the WTSA Resolution 98: Enhancing 

the standardization of Internet of Things and Smart 

Cities and communities for global development; 

(g) modifications in the WTSA Resolution 96: ITU 

Telecommunication Standardization Sector studies 

for combating counterfeit telecommunication/ 

information and communication technology devices; 

(h) modifications in the WTSA Resolution 97: Combating 

mobile telecommunication device theft; 

 

2. Following draft Candidate for Preliminary APT 

Common Proposals (PACP) as proposed new 

resolution submitted from India were discussed;  

(a) A new Resolution for Strengthening ITU-T 

standardization activities using AI technologies 

including machine and deep learning. 

 

https://www.itu.int/pub/publications.aspx?lang=en&parent=T-RES-T.84-2016
https://www.itu.int/pub/publications.aspx?lang=en&parent=T-RES-T.84-2016
https://www.itu.int/pub/publications.aspx?lang=en&parent=T-RES-T.84-2016
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Workshops/webinar conducted  
 

1. Artificial Intelligence (AI): FN division TEC has 

successfully organized a webinar on “Artificial 

Intelligence Technologies” on 24th September 

2020 from 10:30 AM to 1:00 PM. Shri Bharat 

Kumar Jog, Member (Services), Digital 

Communication Commission was the chief 

Guest. The focus areas of webinar were- 

“Artificial Intelligence Standardization”, “AI 

applications in Telecom” and “AI Research & 

Developments” wherein eminent speakers 

from industry and government organizations 

have shared their experiences and views on 

important developments in the field of AI.  

Around 250 professionals from different 

industries, academia, manufacturers, 

government organizations, MNCs have 

registered and joined the webinar. 

 

2. A webinar on "Internet of Things (IoT) 

Security” was organized by IoT division TEC on 

25th September 2020. It started with the 

inaugural address by Mr. U. K. Srivastava, Sr. 

DDG TEC, followed with the presentations by 

domain experts from M/s Qualcomm, India 

and USA. 

 

3. A presentation was organized by 

Transmission division on 13.07.2020 on Free 

Space Optical Communication. This was 

presented by M/s X Team. 

 

Adoption of International Standards/ 

specifications as National Standard 

 

1. OneM2M Rel2 specifications, transposed by TSDSI, 

have been adopted as National Standards by TEC in 

September 2020. These standards will be quite 

useful for breaking the silos and in developing 

standardised ecosystem for IoT domain, especially in 

Smart Cities. 

 

2. Adoption of 3GPP standards, transposed by TSDSI, as 

National Standard: As per Standardization Policy, the 

adoption of 402 nos. of 3GPP standards transposed 

by TSDSI pertaining to Mobile Technologies as 

National Standards has been approved. 

 

Various Presentations by TEC officers 
 

Dir(FN), TEC Dr. Preeti Banzal made a 

presentation during online meeting of DoT’s 

committee for standardization in AI 

technologies on 24th Aug, 2020. 

 

Introduction of New Numbering Scheme for 
Conversion of existing TEC documents/ specifications 
(GRs/IRs/SDs/TSTPs) into TEC Standards 
 
In order to maintain uniformity with the International 

pattern of Numbering the Standard documents and as 

per Recommendations of the Internal Committee 

constituted to formulate policy for conversion of 

existing   TEC Documents into Standards, a New 

Numbering Scheme has been devised and approved by 

Sr. DDG & Head, TEC recently. The New Numbering 

Scheme has been circulated vide RC letter dated 7th 

Sep, 2020. The Nomenclature of the existing and 

future developing documents will be as per this 

numbering scheme. 

 

Provisioning of TEC documents (GRs/IRs/SRs/SDs) 
online  free of cost from TEC website with effect from 
16-09-2020 
 

 TEC documents (GRs/IRs/SRs/SDs) which were earlier 

priced at Rs 800/- per document have been made 

available for free download  on TEC website 

www.tec.gov.in w.e.f. 16th September, 2020 for 

various stakeholders. A link for free download has 

been provided and notice uploaded on TEC website in 

this regard. TSTPs are also available at this link. 
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वरिष्ठ उपमहानिदेशक, टी.ई.सी. औि उप महानिदेशक 
(एि.जी.एस.) हहिंदी हदवस के शुभ अवसि पि सम्बोधि किते हुए 

 

 

हहन्दी पखवाड़ ेमें उपस्थित अधधकािी & कममचािी गण 

ह िंदी पखवाड़ा-2020 

वतममाि कोववड-19 महामािी के 
परिप्रेक्ष्य में कें द्र सिकाि द्वािा 
समय-समय पि जािी हदशा-
निदेशों, मािक प्रचालि प्रक्रिया 
(एस.पी.ओ.) एविं सोशल 
डडथटेंससिंग का पालि कित े हुए, 

दिूसिंचाि असभयािंत्रिकी कें द्र, िई 
हदल्ली में 14 स े 28 ससतिंबि, 
2020 तक हहिंदी पखवाड़ े का 
आयोजि सफलतापूवमक एविं 
उत्साहपूवमक क्रकया गया । हहिंदी 
पखवाड़ ेका शुभाििंभ हदिािंक 14  

ससतिंबि, 2020 को श्री उदय कुमाि श्रीवाथतव, वरिष्ठ उप महानिदेशक 
एविं कायामलय प्रमुख, टी.ई.सी. द्वािा सिथवती पूजा व दीप प्रज्वसलत 
कि क्रकया गया ।  

इस अवसि पि श्री श्रीवाथतव जी िे िाजभाषा ववभाग, गहृ मिंिालय, 

भाित सिकाि द्वािा हहन्दी हदवस के उपलक्ष्य में जािी सिंदेश स े
कायामलय के सभी अधधकारियों/कममचारियों को अवगत किाया औि 
हहन्दी हदवस की सभी को बधाई दी।  

 

मिंचासीि श्री िाम लाल भािती, उप महानिदेशक (एि.जी.एस.) िे हहिंदी 
हदवस के इस शुभ अवसि पि सभी को हहिंदी हदवस की बधाई दी 
तिा हहिंदी के महत्व औि उसकी बढ़ती लोकवप्रयता के सिंदभम में अपिे 
ववचाि िखते हुए सभी को हहिंदी पखवाड़ ेके दौिाि आयोस्जत की जािे 
वाली प्रनतयोधगताओिं के बािे में ववथताि से बताया । हहिंदी पखवाड़ ेके 
दौिाि कुल 08 प्रनतयोधगताओिं का आयोजि क्रकया गया । पखवाड़ ेके 
दौिाि आयोस्जत प्रनतयोधगताओिं में अधधकारियों/कममचारियों िे बढ़-
चढ़कि भाग सलया ।  

 

हहिंदी पखवाड़ े के समापि समािोह का आयोजि हदिािंक 28 ससतिंबि, 

2020 को हुआ । समापि समािोह की अध्यक्षता श्री उदय कुमाि 
श्रीवाथतव, वरिष्ठ उप महानिदेशक एविं कायामलय प्रमखु, टी.ई.सी. िे 
की । प्रनतयोधगताओिं के ववजेताओिं की िासश उिके खात े में िोकड़ 
अिुभाग द्वािा ऑिलाइि जमा किवा दी गयी तिा उिको प्रमाण-पि 
के साि सम्मानित क्रकया गया । अध्यक्ष महोदय द्वािा सभी 
उपस्थित अधधकारियों/ कममचारियों को हहिंदी के प्रचाि-प्रसाि हेतु 
अधधक स ेअधधक योगदाि किि ेके सलए प्रेरित क्रकया ।  

 

समािोह के अिंत में श्री िाम लाल भािती, उप महानिदेशक 
(एि.जी.एस.) ि ेकायामलय प्रमखु श्री श्रीवाथतव जी का धन्यवाद किते 
हुए हहिंदी पखवाड़ े के सफल आयोजि पि सभी अधधकारियों/ 
कममचारियों को उिके योगदाि औि बहुमूल्य समय देिे के सलए 
आभाि व्यक्त क्रकया ।  

  

 

 

Approval Certificate Issued by TEC 
 

Sl 
No. 

Name of Manufacturer/Trader & Name 
of Product & Model no. 

A M/s TP-link India Pvt. Ltd., Mumbai 

1 

Six IA Certificates for ‘Wi Fi Access Point 
Product (Router)’ for ‘Archer C7 AC1750’, 
‘Archer C5400X AC5400’, ‘Archer MR400 
AC1200’, ‘TD-W9970’, ‘CPE510 Outdoor 
CPE’, ‘CPE610 Outdoor CPE’ 

B M/s CoreIP Technology Pvt. Ltd.,  Noida 

2 
One TA Certificate for ‘IP PABX with Media 
Gateway’ for ‘CoreIP UCX’ 

C M/s Himachal Futuristic Communications 
Ltd.(HFCL), Solan 

3 
One TA Certificate for ‘WiFi Access Point 
(AP)’ for ‘ion8e’ 

 

 

(वरिष्ठ उपमहानिदेशक, टी.ई.सी. 
द्वािा हहन्दी पखवाड़ ेका शुभाििंभ) 
 

ज 
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Important Activities of TEC during JUL 20 to SEP 20 

Suggestions/feedback are welcome, if any, for further improvement. 

New/revised document released during the quarter JUL-
SEP 2020:  
 Revised ER on 2-Wire Telephone equipment (new variant added) 

[by FN division] 

 New ER on ‘Optical Fibres (Single Mode) ‘[by T division] 

 Amendment issued in GR on ‘Raw material for manufacturing of 
Optical Fibre cable’ and GR on ‘Riser Optical fibre Cable (For 
Indoor Application)’ [by T division] 

 Errata issued in GR on ‘Armoured Optical Fibre Cable for UG 
Duct Application (Type-I & Type-II)’ and ER on ‘Transmission 
Terminal Equipment’ [by T division] 

TEC Functions 
 Developing the Standards for telecom and related ICT sector 

 Formulation of Technical Specifications (GRs/ERs/IRs/SRs/ TSTPs 

 Mandatory Testing & Certification of Telecom Eqpt (MTCTE) 

 Designation of Conformance Assessment Bodies(CAB) 

 Contribute in the standardization process of international 
organisations, viz. ITU, APT, WRC, etc. 

 Responsibilities of National Working Groups corresponding to 
various Study Groups of ITU-T. 

 Ratification/adoption of TSDSI/international standards as National 
Standards 

 Provide technical support to DoT & other Govt. Organizations 

 Technical support to DoT for Public Procurement (Preference to 
Make in India) order 2017-Notification for telecom products, 
services or works. 

 Technology approval for prototype of a telecom product developed 
by C-DoT, academic institutions & research organisations. 

 WTO-TBT Enquiry Point to answer all reasonable inquiries from 
other members and interested parties concerning standards, 
technical regulations and conformity assessment procedures 
related to telecom sector 

 Testing and Certification of telecom equipment [Issuing Type 
Approvals, Interface Approvals, Certificate of Approvals, Service 
Approvals]. For the purpose of testing, four Regional Telecom 
Engineering Centres (RTECs) have been established which are 
located at New Delhi, Bangalore, Mumbai, and Kolkata. For more 
information, visit TEC website www.tec.gov.in. 

 

Meeting/Seminar/workshop attended by TEC officials:  
  DDG(IoT), TEC Shri Sushil Kumar attended the TSDSI GC and 

GBM meetings held on 14th & 15th July respectively. Issue of 

delay in transposition of oneM2M Rel3 and linking it with TSDSI-

oneM2M legal issue was raised. 

  DDG(IoT), TEC Shri Sushil Kumar presented his views on 

“Monetisation of IoT opportunities- IoT as a differentiator” in CII 

IoT Summit, 28th August 2020.   

  DDG(IoT), TEC Shri Sushil Kumar chaired the meeting of LITD-27 

(IoT & related technologies Sectional Committee), BIS on 24th 

September 2020. This meeting was also attended by Ms. 

Namrata Singh, ADG (IoT) as a member. 

  DDG(Tx), TEC Shri Ashwani Salwan chaired the meeting of LITD-

11 (Fibre Optics, Fibres, Cables and Devices) meeting of BIS. 

  DDG(MT), TEC Shri Abhay Shanker Verma attended 2nd Meeting 

of the Correspondence Group for the Strategic Plan of the APT 

for 2021-2023 (CGSP-2) from 06-07 Aug, 2020 and 8th Meeting 

of the Working Group of Management Committee on APT Legal 

Instruments (WGMC-8) from 10-11 Aug, 2020. 

  Participation in ITU-T SG-11, SG-12, SG-13, SG-15, SG-20 and 

TSAG Rapporteur Group on Standardization Strategy meetings 

held online in Jul-Sep 2020   

   Participation in the APT WTSA preparatory Group & Interim 

meetings 

  Participation in the meeting chaired by AS (T) on 16th Sept 2020, 

regarding status of strategies made in National Digital 

Communication Policy (NDCP)-2018 

Other Important Activities in TEC: 

  The Consultative Committee meeting for adoption of TSDSI CPRI 

Fronthaul Transport standard was held in TEC on 15th Sept 2020. 

  Remote Testing (Environmental) for Technology approval of 

XGS-PON system of CDOT is under process. 

 
Study Paper/Technical Paper issued for:  

 Use of AI for Covid-19 Pandemic Management [by FN division] 

 AI Policies in India - A Status Paper [by FN division] 

 

 

 

 

 


